
�Copyright©2019  NTT corp. All Rights Reserved.

• In short
• For the VAE, the aggregated posterior has been introduced 

as the prior of latent variable, which is the optimal in terms of 
maximizing the training objective function. 

• Since this optimal prior is difficult to model explicitly, we 
implicitly models this optimal prior by density ratio trick.

• Our approach achieved high density estimation performance.
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• Why can our approach achieve good performance?
• To explain this, we did experiment with 4-dimensional One 

Hot Vector dataset, and plotted the latent vector ! ∈ ℝ$.

• Our approach makes the posterior of latent vectors different 
from each other and data points are easy to reconstruct from 
them, which improves the density estimation performance.
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