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1. Variational Autoencoder (VAE) . Our Approach: Estimating the KL Divergence
« The VAE!" estimates the probability of a data point x by using * We propose the approximation method of this KL divergence
latent variable z: without modeling the aggregated posterior explicitly.

B d * This KL divergence is the expectation of the logarithm of the
Po (X) — | Do (X | Z)pA (Z) Z density ratio q4(z|x)/q4(z). We try to estimate this density
ratio directly by the density ratio trick!4.

decoder prior density ratio
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 The VAE is trained to maximize the expectation of evidence Dgkr, (%(Z ‘ X)H%(Z)) = g, (z]x) In qb( (‘) )
lower bound (ELBO): L e\%) .
» Since this density ratio depends on both x and z, this becomes
max/pp (x)L(x;6, ¢)dx high-dimensional with high-dimensional x. Unfortunately, the
0,6 —_— density ratio trick works poorly in high dimensions.

data distribution ELBO S | |
* To avoid this, we rewrite the KL divergence as follows:

« ELBO can be written as the sum of reconstruction error and

:N(z: 0,1
Kullback-Leibler (KL) divergence: Drr(qs(2 | x)lg4(2)) p_(z) (z _ )
negative reconstruction error = Dk1(qs(2z | X)||p(2)) — Eg, (2x) |In LK)
r(x:0 . 1 - plz)
(x;0,0) = Eq, (2)x) Inpo (x | 2), -
— Dy (% (z | x)||px (2)) Thl_s can be calculated Iow-dm_lensu_)nal
in a closed form. density ratio
qe (z|x): encoder KL divergence » We estimate this density ratio with neural net Ty, (z) as follows:
. . () — 1y 92(2)
e.g. VAE with Gaussian encoder and decoder (z) = In 0 (2)
prior T%(z) = mﬁx Ly, (2) In(o(Ty(z)))] + L (2) In(1 — o(Ty(z)))]

: KL divergence * Therefore, we can estimate the KL divergence by

Dkr (g (z | %) |p(2) — Eqyzx) [T (2)]
+ We alternately optimize L(x; 6, ¢) and T,(z) like GANSs.

4. Experiments

1. Comparison of test log-likelihoods on image datasets

| Standard VAE Our approach

encoder: q4(z|x) decoder: py(x|z) MNIST -85.84+0.07  -83.90+0.08 =-83.21+0.13
= N (z; 1y (x), 0% (x)) = N (x 1(2), 05 (2)) OMNIGLOT ~ -111.39£0.11  -110.53+0.09 =-108.48+0.16
FreyFaces 1382.53+3.57 1392.62+6.25 =1396.27%x2.75
2 Problem: Over-ReguIarization by the Prior Histopathology 1081.53+0.70 1083.11+2.10 =1087.42+0.60
 The encoder is regularized by the prior using KL divergence. * Qur approach achieved high density estimation performance.
Although the standard Gaussian p(z) = N(z;0,I) isusually ||= == === = c c m o - e e e e e e e e e e = = = = -
used for the pl’ior, this Simple prior INncurs Over'regUIarizatiOn, 2. Why can our approach achieve good performance?

which is one of the causes of the poor performance of VAE. _ _ _ _ _ _ _
* To explain this, we did experiment with 4-dimensional One Hot

2
- As a sophisticated prior, the aggregated posteriorl?l has been Vector dataset, and plotted the latent vectors z € R”.

introduced, which is the optimal prior in terms of maximizing 22
the expectation of ELBO:

arg max /pp (x)L(x;0,¢p)dx

px(2z)
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- /pD (X)q¢ (Z ‘ X)dX = do¢ (Z) Standard VAE “ Our approach !
*Samples in each color correspond to each latent representation of one hot vectors.

» Our approach makes q4(z|x) different from each other and

the data point x is easy to reconstruct from the latent vector z,
which improves the density estimation performance.

aggregated posterior

 However, KL divergence with the aggregated posterior
Dy (q¢(z|x) | q¢(z)) cannot be calculated in a closed form,
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